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https://youtu.be/2ATgTOsiGdY

Why Neurodesk?
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Most neuro imaging tools require Linux

Tools are not available in standard package systems

Compiling from source often a nightmare

Conflicting dependencies

Reinstalling tools on different computing platforms takes time

Differing results between software versions

Why Neurodesk - in a Nutshell
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Get input on 
how to do 

things better

Show 
what we 
learned

Motivate 
to join 

the 
project

Goal of talk today
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Live demo
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Developers

Advanced users 

on HPC/Linux

Researchers on 

Windows, Mac, Linux
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• It’s a docker/singularity recipe generator for neuroimaging software:

What is neurodocker?

https://github.com/ReproNim/neurodocker
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• Writing efficient Dockerfiles is tedious (chaining commands, cleaning up after apt/yum …)

• figuring out how to install neuroimaging software is a lot of work -> it needs a village to solve some of the 

dependency issues

• Neurodocker has a big 

user base 

(232 stars, 82 forks)

• we are one of the forks

and we provide pull 

requests back upstream 

for fixes

Why neurodocker and what we learned
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Every application is a singularity sub-container!
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solves dependency issues

allows us to use legacy OSs

singularity supports GUIs well

downloaded on demand



• Every application container has a .yml file 

that builds the container and pushes it to 

the registries 

• example: 

https://github.com/NeuroDesk/neurocontain

ers/blob/master/.github/workflows/ants.yml

• runners have limited free diskspace -> 

cleanup action to the rescue

Github actions build the application containers
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https://github.com/NeuroDesk/neurocontainers/blob/master/.github/workflows/ants.yml


What we learned
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• clean up actions available
Github action runners 

can be too small

• use ghcr.io + hope for 
ARCOS registry

docker hub is rate-
limiting 

• it sounds like a Christopher 
Nolan movie, but works well!

running singularity 
containers within docker 

containers …



16

Steffen Bollmann | @neuro_desk | http://neurodesk.github.io/

Developers

Advanced users 

on HPC/Linux

Researchers on 

Windows, Mac, Linux



• Problem: Users are familiar with running the application commands directly + workflow systems are 

often not aware of containers

❑ What users want: 

❑ What users would need to run: 

• Our work-around: Automatically generate wrapper scripts for every application inside the container

Transparent Singularity

https://github.com/NeuroDesk/transparent-singularity 17
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• Using the lmod module system we can now combine the tools from different singularity-containers in a 

larger workflow ☺

Transparent Singularity 
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What we learned
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• users can continue using their 
old scripts and haven’t even 
noticed that they are running 
inside containers

wrapper scripts for 
singularity work well

• no dependency conflicts and full 
isolation between tools, but 
combination of different 
containers is straight forward

lmod module system 
allows combining 

tools from different 
containers



20

Steffen Bollmann | @neuro_desk | http://neurodesk.github.io/

Developers

Advanced users 

on HPC/Linux

Researchers on 

Windows, Mac, Linux



Define which 
application containers 

are available

Convert Docker 
containers to singularity 
containers and upload 

to object storage

Unpack singularity 
containers and store on 
CVMFS for distribution

Neurocommand: Bringing it all together

https://github.com/NeuroDesk/neurocommand 21
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Define which 
application containers 
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Convert Docker 
containers to singularity 
containers and upload 
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Unpack singularity 
containers and store on 
CVMFS for distribution

Neurocommand: Bringing it all together
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• https://github.com/NeuroDesk/neurocommand/blob/main/neurodesk/apps.json

Json file defines which container versions are “live”
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Define which 
application containers 

are available

Convert Docker 
containers to singularity 
containers and upload 

to object storage

Unpack singularity 
containers and store on 
CVMFS for distribution

Neurocommand: Bringing it all together

https://github.com/NeuroDesk/neurocommand 24
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• Advantage: Use the build tools and caching of docker and the easy integration of GUIs of Singularity 

containers -> building automatically using github action

• Problem: There is currently no nice Singularity registry 

• Workaround: store on object storage 

• and mirror:

• and download using aria2:

Converting Docker to Singularity containers
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Define which 
application containers 

are available

Convert Docker 
containers to singularity 
containers and upload 

to object storage

Unpack singularity 
containers and store on 
CVMFS for distribution

Neurocommand: Bringing it all together
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• download and unpack singularity containers to CVMFS storage for distribution and on-demand access

• https://github.com/NeuroDesk/neurocommand/blob/main/cvmfs/sync_containers_to_cvmfs.sh

Distributing Singularity containers via CVMFS

https://neurodesk.github.io/developers/cvmfs/ 27
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Local SQUID proxy

HPC

Desktop

Laptop

Stratum 1: US

Stratum 1: EU

Stratum 1: AUS

Stratum 0: US

GeoIP

https://github.com/NeuroDesk/neurocommand/blob/main/cvmfs/sync_containers_to_cvmfs.sh


What we learned
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• but current object storage workaround 
works

a singularity registry 
would be nice …

• accessing >200GB of software on demand 
in our lightweight desktop containerCVMFS is great and fast 

• we couldn’t use the cvmfs ducc tool to pull 
containers, but build our own tool starting 
from singularity containers on object store

Docker hub is rate-
limiting our container 

pulls
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• Full LXDE desktop based on ubuntu:20.04

• https://github.com/NeuroDesk/neurodesktop/

blob/main/Dockerfile

• Tomcat, Guacamole, Singularity, CVMFS, 

lmod, VS code, git, python, julia …

• Automatically build and deployed using GitHub 

Actions:

• https://github.com/NeuroDesk/neurodesktop/

blob/main/.github/workflows/build-

neurodesktop.yml

• deployed to Dockerhub and Github

Packages via daily build

• including test if CVMFS servers are working

How we build NeuroDesktop
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https://github.com/NeuroDesk/neurodesktop/blob/main/Dockerfile
https://github.com/NeuroDesk/neurodesktop/blob/main/.github/workflows/build-neurodesktop.yml


What we learned
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• changed from novnc to guacamole
seamless copy and paste 

between host and container in 
browser is important to people

• applications are in separate singularity 
containers that get downloaded on 
demand -> only 3.47 GB for desktop ☺

the neurodesktop container 
needs to be as lightweight as 

possible 

• daily build time reduced from 21 
minutes to 2 minutes

use docker caching to speed 
up builds



More 
Neuroimaging 
containers

Support of GPUs

GUI for managing 
desktop container

Open Deployment 
on MyBinder + our 
own Kubernetes 
cluster

Support of M1/Arm 
processors

Roadmap
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https://brainhack-aus.github.io/global2021/
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